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Abstract—With technology in deep nano scale, the susceptibil-
ity of transistors to various aging mechanisms such as Negative/
Positive Bias Temperature Instability (NBTI/PBTI) and Hot Carrier
Induced Degradation (HCID) etc. is increasing. As a matter of
fact, different aging mechanisms simultaneously occur in the
gate dielectric of a transistor. In addition, scaling in conjunction
with high-K materials has made aging mechanisms, that have
often been assumed to be negligible (e.g., PBTI in NMOS and
HCID in PMOS), become noticeable. Therefore, in this paper
we investigate the key challenge of providing designers with an
abstracted, yet accurate reliability estimation that combines, from
the physical to system level, the effects of multiple simultaneous
aging mechanisms and their interdependencies. We show that the
overall aging can be modeled as a superposition of the interdepen-
dent aging effects. Our presented model deviates by around 6%
from recent industrial physical measurements. We conclude from
our experiments that an isolated treatment of individual aging
mechanisms is insufficient to devise effective mitigation strategies
in current and upcoming technology nodes. We also demonstrate
that estimating reliability due to an individual dominant aging
mechanism together with solely considering a single kind of
failures, as currently is a main focus of state-of-the-art (e.g., [28],
[22]), can result in 75% underestimation on average.

I. INTRODUCTION

The International Technology Roadmap for Semiconduc-
tors states that upcoming technology nodes introduce reliability
challenges at an increased pace compared to the last decade [1]
because devices below 45 nm are increasingly susceptible to
various aging mechanisms. We therefore focus within this work
on the negative impact of aging on the probability of failures.

Aging Effects: Shrinking feature sizes leads to higher electric
field strengths, as well as higher current densities, which
both accelerate device aging and thus increase degradation of
transistor parameters which can ultimately turn into failures.
NBTI, PBTI and HCID have become the most prominent
aging mechanisms impeding reliable transistors. Their effects
on aging are more significant than others including Time-
Dependent-Dielectric Breakdown (TDDB) [15], even in cur-
rent high-K transistors [10]. While understanding the physical
processes of aging mechanisms is not entirely required at the
system level, there is still a substantial need to analyze their
impact on degradations to accurately estimate reliability – this
holds even more when multiple aging mechanisms interdepend
i.e. when they interact with each other.

Of the two forms of BTI, NBTI degrades PMOS transistors
and PBTI degrades NMOS transistors, whereas HCID degrades
both. Over time, aging-induced degradations ultimately cause
transistor malfunctions and increase a circuit’s susceptibility
to failures. Such failures are mainly due to timing violations
and data corruption caused by voltage noise or radiation. We
focus within the paper on how simultaneous occurring aging
mechanisms jointly increase the probability of these failures.

The Challenge of Combining Aging Effects: Recently intro-
duced physical-based aging models such as [11], [20] describe
the detailed underlying physical process behind aging mech-
anisms to interpret them. Additionally, measurements have
shown that these processes occur simultaneously [6], [12],
[20]. Unlike higher-level aging models (e.g., [24]), physical-
based models are more accurate but complex as they are highly

device-dependent and computationally intensive which is due
to the large number of chemical bonds which need to be
modeled along with their varying properties (e.g., the Si-H
and Si-O bonds affected by BTI exhibit a wide range of
density variability due to locally higher breaking rates induced
by the interaction with HCID). As these models aim to fully
capture the actual underlying physical processes along with
modeling them in-depth (e.g., interpreting aging in the order
of µsec), their computationally intensive solutions are limited
to a single transistor device – especially when aiming to
study multiple mechanisms results in a significant increase
in the complexity. This makes such solutions not feasible for
designers at the system level dealing with tremendous number
of transistors to estimate the impact of aging on the entire
system lifetime (e.g., years). Finally, manufacturing variability
also plays an important role as it varies transistors properties
leading to different degradations. Therefore, paying attention
to it is inevitable when estimating reliability.

In summary: Analyzing failures due to isolated individual
aging mechanism is insufficient in order to estimate the overall
reliability because the interdependencies do matter. Demon-
strating this is our goal along with showing how the effects of
multiple simultaneous mechanisms can be combined towards
providing a more accurate reliability estimation.

II. RELATED WORK

As reliability becomes a more imminent challenge, re-
searchers increasingly focus on understanding and modeling
the physical processes behind NBTI, PBTI [14] and HCID [20]
aging mechanisms. When combining the effects of multiple
aging mechanisms is targeted, state-of-the-art concepts (as also
presented in Fig 1) can be categorized into:

1) System-level (e.g. [30], [31]): Where the mean-time-to-
failure (MTTF) of each aging mechanism is individually
calculated and, then the overall reliability is estimated based
on the SOFR rule within the RAMP model [32]. The key
problem behind this concept is the assumption that each fail-
ure mechanism proceeds independently, is not valid anymore
because recent observations through measurements [20], [12]
established that BTI aging mechanism simultaneously occurs
with HCID. Additionally, [6] showed that HCID models have
intrinsic BTI components and thus treating these mechanisms
separately can lead to overestimating the overall aging-induced
degradations due the twofold consideration of BTI (which
itself is significant). Moreover, estimating the reliability degra-
dations relying on MTTF (which is for the sake of simplicity
and to keep the computational time low) can result in either
ignoring (e.g., [9]) or oversimplifying (e.g., [17]) modeling
the recovery mechanism of BTI leading to underestimating
or overestimating, respectively, the self-healing impact on
reliability when the voltage stress is ceased.

2) Circuit-level (e.g., [29], [13]): There, mainly the dominant
aging mechanism in each transistor device is considered to
estimate the overall reliability degradation of the entire circuit.
In practice, it considers solely NBTI in PMOS and solely
HCID in NMOS. This is due to the assumption that other
aging mechanisms like HCID in PMOS and PBTI in NMOS
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are negligible. This assumption was reasonable in the past with
65nm technology nodes but the recent introduction of high-K
materials along with technology scaling (as found in 22nm)
has strengthened the HCID mechanism in PMOS and the
PBTI mechanism in NMOS [6]. Therefore, such a concept can
lead to underestimating the induced degradations as it will be
demonstrated in Section V. Another concept in [16] proposed
to integrate multiple failure-equivalent circuits which model
multiple aging mechanisms into the studied circuit. While
SPICE can model the interrelations between these equivalent
circuits e.g. the overall ∆VTH due to N aging mechanisms
(which can shift VTH ) will be represented as

∑
i ∆VTHi, the

assumption that aging mechanisms are independent still applies
because each individual aging mechanism is represented with
its own equivalent circuit, whereas in fact these aging mech-
anisms simultaneously interact at the physical level (which
SPICE cannot model) and they need to be represented as one
comprehensive failure-equivalent circuit rather than multiple
ones to avoid overestimating the overall degradations.

3) Device-level: The Berkeley Reliability Tool (BERT) [21]
and similarly the RelXpert [17] from Cadence (which is based
on BERT) combines different aging simulators into a modu-
lar reliability framework. Each simulator module individually
models an individual aging mechanism. While it can provide
a rough guidance for design space exploration, it assumes, for
the sake of enabling the modularity, that aging mechanisms are
independent and thus existing interdependencies are missed.

Regarding exploring the impact of aging-induce degra-
dations on systems, [18] showed how aging increases the
susceptibility to timing violations, [22], [28] illustrated how the
susceptibility to noise can also be increased and [8] reported
the relation between aging and the susceptibility to radiation.
While these works focus only on one particular kind of failure
at a time when an individual aging mechanism (NBTI) is
considered, they omit other kinds of failures – especially when
multiple aging mechanisms occur simultaneously.

Distinguishing from existing work, we combined the effects
of multiple simultaneous aging mechanisms from the physical
level to accurately analyze the induced degradations at the
circuit level and to provide an abstracted, yet sufficiently
accurate reliability estimation at the system level summarizing
how aging-induced defects in the transistors gate dielectric will
ultimately increase probability of failures of the entire system.

III. PROBLEM FORMULATION

System designers aim to estimate the lifetime of the
systems in order to determine the cost of sustaining reliable
operation during runtime (e.g., employing aging mitigation

techniques). The challenge is that there are several inter-
dependencies between aging mechanisms that need to be
carefully analyzed to correctly estimate transistor parame-
ter degradations over time and their effects on reliability.
Given various aging mechanisms M = {m1,m2, ...}, the set
of initial transistor parameters1 Pt0 = {p1(t0), p2(t0), ...}
(e.g., threshold voltage, etc.), environment parameters E =
{ε1(t), ε2(t), ...} (e.g. temperature, voltage noise, radiation2),
and a stress condition S(t), aging can be expressed as a
function APj : Mn × P|P| × E|E| × S → Pj , where Pj

is the set of j affected transistor parameters degraded by n
mechanisms. Assuming that the time dependencies for E and
S are given, the time dependency for pi ∈ P can be expressed
as

pi(t) =

∫ t

t0

Api(m1, ...,mn,P, E, S)(t̂) dt̂ (1)

Due to this recursive dependency of P on transistor parame-
ters, P1,P2 = Ptk at time tk > 0 for AP considering two
non-empty subsets M1,M2 ⊂ M , respectively, are generally
only equal (P1 = P2) if M1 = M2.
Modeling aging mechanisms separately results in a different
estimation of transistor parameter degradation than when
modeling them simultaneously. For a given circuit state S and
behavior B, transistor parameters can be abstracted to a failure
probability and, by extension, this probability can be expressed
through Mi ⊂M :

Pf = PS,B,E,AP
(Mi) (2)

Analog to the parameters, ∀Mi,Mj ⊂ M ; Mi,j 6= {∅},
PS,B,E,AP

(Mi) = PS,B,E,AP
(Mj) ⇔ Mi = Mj , at time

tk > 0. A key problem is that it is impossible for system-level
designers to conceive how degradation of various pi(t) over
time will interdepend to ultimately degrade the entire system’s
reliability, i.e. increasing the Pf (Total).

Our novel contributions within this paper are as follows:
(1) We combine, from the physical to system level, the effects
of multiple aging mechanisms occurring simultaneously based
on their interdependencies and show how considering a sole
individual mechanism results in a non-negligible reliability
underestimation.
(2) We abstract the various degradations induced by aging (see
Fig 1) along with radiation towards a probabilistic fault anal-
ysis which has a more meaningful interpretation of reliability,
unlike state-of-the-art that employ other quantification metrics
e.g., SNM and ∆VTH which are hard for interpreting the
overall reliability degradation of the entire system.

IV. DEGRADATION MODELING

In this section we illustrate our proposed concept of
combing the effects of multiple aging mechanisms showing
that the degradation of transistor parameters is a superposition
of multiple interdependent aging effects. For instance, while
the defects induced by BTI and HCID at a given time (and
given transistor parameters) can be considered independent
due to their different location in the dielectric (see Fig 2),
the overall degradation of VTH relies on the total number of
induced defects. Over time, this will lead to interdependency
between BTI and HCID since the amount of defects induced
by each is recursively dependent on VTH . Finally, we present
our abstraction of different kinds of failures caused by aging
along with our implementation.

1Initial values of parameters at t = t0 may vary from transistor to transistor
due to manufacturing variability.

2While not important for transistor parameter degradation, radiation plays
a role in determining failure probabilities.
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A. Defects due to Aging

BTI is caused by the electric field through the gate di-
electric [14], whereas the key source of hot carriers is the
acceleration of carriers within the electric field in the transistor
channel [20]. The following kinds of traps are responsible for
the observable defects in a transistor during its lifetime:

Interface Traps (NIT ) are induced by breaking the Si-H
bonds at the Si-SiO2 interface. One physical Si-H dissocia-
tion mechanism is through the BTI mechanism. Additionally,
interface trap defects can also be induced by HCID, when
Si-H bonds are dissociated because hot carriers deposit their
kinetic energy due to Coulomb scattering.

Oxide Traps are partially induced by pre-existing oxide va-
cancies in the amorphous SiO2 of the gate dielectric during
manufacturing [19]. When electrically activated, these are hole
traps (NHT ). Importantly, the number of hole traps is limited
to the number of unsatisfied bonds (created by manufacturing).
Additional, oxide traps (NOT ) can be induced over time due
to the slow and irreversible dissociation of Si-O bonds [7].
Despite measurements show oxide traps during HCID stress,
it has been proven that these traps are only induced by the BTI
mechanism that simultaneously occurs [6].

B. Superposition of Aging Effects

Over time, the induced defects at the physical level will
degrade the following key transistor parameters.

Threshold Voltage Shift (∆VTH ): The induced defects result
in undesirable charges in the gate dielectric of a transistor
weakening the electric field between the gate and bulk. There-
fore, the degradation manifests itself as an increase of VTH .
NIT , NHT and NOT defects will contribute to ∆VTH and
the role of each one in weakening the electric field depends
on the number of present defects. To model this, we modified
the analytical solutions of the differential equations [14] that
describe trapping mechanisms, with the factor d to take into
consideration the recovery of interface traps (that occurs when
the voltage stress ceases) based on [5]. Additionally, we
introduced HCID on top of BTI via the combination of their
simultaneous occurring physical process (i.e. NIT generation):

∆VTH =
q

Cox
· (∆NIT + ∆NHT + ∆NOT ) (3)

where ∆NIT = ∆NIT.BTI + ∆NIT.HCID (4)

Interface Traps:
∆NIT.BTI = A(VGS − VTH −∆VTH)ΓIT e

−EAIT
kT · tn1dn1

d = Λ

1+
√

1−Λ
2

; EAIT = 2
3
(EAkf − EAkr) + EADH2

6

∆NIT.HCID = B

[
t · IDS

W
· e−

ΦIT,e
qλeEm

]n2

with Em = VDS−VDSAT√
εSi
εSiO2

·tox·xj
and VDSAT = (VGS−VTH )·L·Ecr

VGS−VTH+L·Ecr

Oxide Traps:
Stress Phase:

∆NHT = C(VGS − VTH −∆VTH)ΓHT · e
−EAHT
kT

·(1− e−( t
τ

)βHT )

∆NOT = D(1− e−( t
n

)βOT )

n = η(VGS − VTH −∆VTH)
−ΓOT
βOT · e

EAOT
kTβOT

Recovery Phase:
∆NHT + ∆NOT = E(e

−( t
τr

)βHTR
) details in Section VII

As this is not our main scope, in-depth explanation of the
employed physical aging models can be found in [5], [14],
[16]. It is worthy to note that BTI-induced defects are evenly
distributed across the Si-SiO2 interface, where the electric
field is homogeneous, contrary to the HCID-induced defects
which are concentrated near the drain (see Fig 2).

Carrier Mobility (µ) Degradation: The induced defects
negatively impact the mobility of carriers within the transistor
channel, as the charged defects can interact with the carriers
impeding their passage through the channel leading to degrad-
ing the transistor’s carrier mobility. Because hole/oxide traps
(NHT /NOT ) are located deep within the gate dielectric away
from the channel, they have a negligible impact on the carrier
mobility and, thus, only interface traps have to be considered
here. Similarly as [16], we model the µ degradation as follows:

µ =
µ0

1 + α ·∆NIT
(5)

Therefore, the degradation of transistor parameters is due to
both BTI and HCID and the overall aging is a superposition of
their interdependent effects. State-of-the-art approaches [29],
[22], [28] look at VTH solely when analyzing reliability. We
show later in Section V (see Fig 9) why it is necessary
to additionally take µ into account to avoid underestimating
aging-induced degradations.

C. Reliability Abstraction

In the following, we present how we deal with the aging-
induced degradations occurring at the device/circuit level to
provide a reliability abstraction summarizing their impacts on
the susceptibility to failures at the system level (see Fig 2). As
an example, we apply our reliability abstraction to SRAMs 3

due to their susceptibility to different reliability aspects (e.g.,
noise, radiation, etc.) and due to their total chip area that may
reach up to 70% [23].

Data Corruption: Data in SRAM cells can be corrupted
because of the voltage noise from neighboring circuits trans-
ferred over parasitic capacitances, supply voltage, etc. The
Static Noise Margin (SNM ) quantifies the resiliency of the
SRAM against noise. The SNM butterfly curve that describes
the transfer characteristics of the cross coupled inverters
within the SRAM is shown in Fig 2. Aging-induced VTH
degradation will shift the butterfly curve shrinking the size

3Our proposed work is not restricted to a specific kind of circuits and can
also be applied to others such as computational units.
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of the square within and, thus, degrading the SNM of the
aged SRAM. Indeed, SNM degradation reduces the SRAM
resiliency resulting in an increased failure probability due to
data corruption (Pf (Data)). Additionally, radiation can also
corrupt the SRAM data when a particle deposits its charges
through an SRAM resulting in an electrical current spike (see
Fig 3). The transconductance (gm) of a transistor determines
if the generated spike will induce charges above the Critical
Charge (Qcrit) (i.e. the minimum amount of charge required
to flip/corrupt stored data). Both shifts in VTH and µ degrade
gm and, therefore, aging increases the probability of failure
due to soft errors (Pf (Qcrit)).

Timing Violations: An SRAM in a (synchronous) design can
cause timing violations i.e. it fails to provide correct data in
time. The capability of the SRAM (for a given sense amplifier)
to drive its bitlines within timing constraints depends on the ID
of the SRAM transistors which is reduced by the degradation
of ∆VTH and µ. In other words, aging will result in a longer
read access time (RAT ) in the SRAM4 increasing the failures
due to timing violations (Pf (Timing)). Fig 2 summarizes how
aging increases the system’s susceptibility to failures.

Implementing our reliability abstraction: Fig 3 illustrates
our implementation to abstract the impact of multiple si-
multaneous aging mechanisms on the probability of failures.
As shown, the model of NBTI/PBTI together with HCID is
employed to degrade the affected transistor parameters based
on the Predictive Technology Model [25] and the BSIM4 [4]
that is utilized to address the interrelation between these
parameters (e.g., how ∆VTH & µ influence ID & gm etc.).
Then, device-level parameters and the corresponding circuit-
level metrics (i.e. SNM , RAT , and Qcrit) are computed.
There is a variation in device/circuit-level metrics due to
manufacturing variability, resulting in varying susceptibilities
to failures. The developed manufacturing variability modeling
was provided from semiconductor industry and corresponds

4Unlike write access time which is improved by aging [35].

to a normal distribution for the transistor dimensions. To
calculate charges deposited in an SRAM by natural neutron
radiation, we employed the Geant4 simulator [3]. The obtained
deposited charges distribution in conjunction with the Qcrit
distribution due to aging after the targeted lifetime (e.g., 10
years) is then used to compute the failure probability due to
soft error Pf (Qcrit) as shown in the right side of Fig 3 (further
details in Fig 8(a)). When analyzing failure probabilities due
to noise or timing, it is important to consider the employed
safety margins. These are chosen by the system designer to
allow for variability in the design (either at the beginning
due to manufacturing or later on due to aging degradations).
If the resulting SNM /RAT degradation exceeds the cor-
responding noise/timing safety margin, failures may occur
more frequently. We call the probability of these failures by
Pf (SNM)/Pf (RAT ), respectively. Fig 3 (left) presents an
example in terms of data corruption failures and how the
selected safety margin of SNM can be applied to the aging-
induced SNM distribution to calculate Pf (SNM) after the
targeted lifetime. Similarly, Pf (RAT ) can be obtained. Then,
the total failure probability is expressed as:

Pf (Total) =

Pf (Data)︷ ︸︸ ︷
Pf (SNM) + Pf (Qcrit) +

Pf (Timing)︷ ︸︸ ︷
Pf (RAT )

−

Pf (Data∩Timing)︷ ︸︸ ︷
Pf (SNM ∩Qcrit)− Pf (SNM ∩RAT )− Pf (RAT ∩Qcrit)

+Pf (SNM ∩Qcrit ∩RAT )
Finally, the aforementioned steps are analogously repeated for
additional inputs (e.g., temperatures, voltage stresses, VDD,
etc.) to build a database that provides designers with fast
lookup-based reliability estimation at the system level through
a wide range of operating conditions.

V. EVALUATION

In the following, we first show a validation against indus-
trial measurements, then we illustrate the impact of combining
multiple simultaneous aging mechanisms. Finally, comparisons
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Fig. 5: Transistor degradations due to BTI and HCID aging mechanisms separately / simultaneously considering.

to state-of-the-art under different scenarios are presented 5 to
demonstrate the reliability underestimation that comes from
not taking multiple simultaneous aging mechanisms into ac-
count and/or not considering the different kinds of failures.

Validation: Comparisons of the impact of BTI-induced inter-
face traps on VTH and µ against measurement data obtained
from [14], [11], respectively, are presented in Fig 4 (a, b).
Fig 4(a) shows a good agreement with the measurements and
in Fig 4(b) a slight mismatch. However, the comparison in
Fig 4(c) of the Id degradation (which covers both VTH as
well as µ parameters) against measurements conducted by
STMicroelectronics [20] shows that our superposition model
deviates by around 6% from the measurements6. We selected
the latter to validate our results as it is the only available
industrial experiment for current nano-scale high-k technology
nodes that measures multiple simultaneous aging phenomena.

Device/Circuit-level Evaluation: Fig 5 presents the corre-
sponding VTH and µ degradations with respect to the induced
defects under different cases. As shown, the negative impact
of PBTI on the transistor is quite small (but not negligible)
in comparison to other aging mechanisms, even though the
number of induced defects is higher (see Fig 5(a)). This
is because these defects interact weaker with the carriers
in the channel. As shown in Fig 5(b) NBTI initially shifts
VTH more than HCID because of the pre-existing oxide traps
which come from manufacturing and, additionally, inducing

522nm, VDD = 1.0V, 125◦C, and 10 years lifetime have been targeted.
6VDD in measurements (1.85V) is typically used to accelerate observing

aging effects (i.e. hours) rather than months/years in the normal operation
condition (e.g., VDD = 1.0V).

oxide traps as well as interface traps (see Section IV-A).
Because the electrical activation of hole traps saturates over
time [14], the BTI-induced ∆VTH is dominated by interface
traps in the long term. On the other hand, µ degradation only
depends on charges in the proximity of the transistor’s channel
(i.e. interface traps). Thus, BTI-induced oxide traps play a
weaker role here. Therefore, both BTI and HCID have a similar
µ degradation over time (see Fig 5(c)). Arrows in Fig 5 indicate
the shifts (up to 6%) due to multiple simultaneous aging
effects. It is worthy to note that the impact of simultaneous
aging effects cannot be fully grasped at this abstraction level
as motivated in section II and thus further evaluation at the
system level is done later in Figs (9, 10, 11). The impact
of aforementioned device-level degradations on reducing the
circuit reliability in terms of SNM , Qcrit and RAT for both
duty cycle (i.e. voltage stress λ) 7, and temperature cases are
reported in Fig 6 (a, b) 8 9. As observed, the circuit-level met-
rics exhibit a similar degradation in the temperature case (see
Fig 6(b)) but they behave either similarly or contradictively
with respect to λ (see Fig 6(a)). For instance, balancing the
voltage stress mitigates SNM degradations (even more than
the Qcrit degradations), whereas, it worsen RAT degradations.
This is because both SNM and Qcrit are dominated by the
most degraded transistors, and, thus, stress-balancing mitigates
their degradations. In contrast, RAT is determined by the

7The voltage stress will be uniformly distributed among the cross coupled
inverter transistors when λ = 0.5 [22]

8The high degradation is due to the high VDD (1.85V ) which is used to
amplify the tendencies for clarity. However, the observations still apply at
lower VDD .

9The accuracy of SNM , RAT and Qcrit is 1mV , 10−24s and 0.01fC,
respectively, based on settings within our estimation e.g. SPICE stepping size.
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Fig. 7: Failure analysis from our proposed implementation
least degraded transistors which decide how long the SRAM
requires to charge its bitlines. As soon as the least degraded
transistors pull its bitline above the sensing threshold, the
SRAM sense amplifier will drive both bitlines.

As a result, stress-balancing aging-aware mitigation tech-
niques (e.g., [22], [28]) can reduce the susceptibility to only
one particular kind of failures i.e. Pf (Data).

Analysis of Failure Probability: Fig 7(a) shows, for the case
of λ = 0, the increase of Pf (Total) depending on the chosen
safety margins that determine if the induced degradations can
be tolerated or not (see Section IV-C). As shown, Pf (Total)
exponentially decreases with higher safety margins which,
in turn, directly influences the device’s cost. For instance, a
higher SNM safety margin to cope with aging-induced SNM
degradation necessitates building more robust SRAM sense
amplifiers, which can negatively affect the area/power budget,
and higher RAT safety margin leads to selling the device
at lower frequency to avoid aging-induced timing violations
during its lifetime. Therefore, such an analysis in Fig 7(a) can
guide the designer to choose Pareto-optimal safety margins that
maintain a reliable operation in the presence of aging. Fig 7(b)
clarifies, for the case of 10% safety margins, that multiple
simultaneous aging mechanisms can increase Pf (Total) up to
42% over 10 years on top of the failures due to manufacturing
variability.
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Fig. 8: Soft error analysis in the presence of aging

In Fig 8(a), we show the resulting degradation in Qcrit
along with the distribution of electrical charge deposited when
a high-energy particle strikes the device. To obtain the latter,
we employed from [2] a realistic distribution of energy and
flux of neutrons at the sea level together with SRAM layers
information based on [36]. These distributions can be used
to derive the probabilities of soft error during the device’s
lifetime in the presence of aging. Due to just a small number
of charges generated above the Qcrit, the failure probability
is very low. This is mainly due to analyzing soft error under
typical operation conditions i.e. neutrons at the sea level 10

together with VDD = 1.0 V that results in low Qcrit shifts
and, therefore, just a small change in soft error sensitivity. In
Fig 8(b), these probabilities are combined with the neutron
flux to compute the expected number of soft errors per year.
As observed, aging can increase soft error rate by 2.4%.
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Fig. 9: Comparison between our proposed combination of multiple
simultaneous aging mechanisms and state-of-the-art

Comparison to state-of-the-art: For a fair comparison, we
select the work [13] as it follows similar goals. Additionally,
other state-of-the-art often employ its concept (e.g., [29])
to estimate reliability when multiple aging mechanisms are
targeted. As explained in Section II, [13], [29] mainly consider
the dominant aging mechanism in each transistor of the studied
circuit. Fig 9 presents a RAT degradation11 of an SRAM at
λ = 0.5. It shows a noticeable deviation over time compared
to our proposed simultaneous aging combination that ignore
neither PBTI in NMOS nor HCID in PMOS. This establishes
why it is vital to not rely only on the dominant aging
mechanism when reliability analysis is performed to avoid un-
derestimation. Additionally, we show how solely considering

10Analyzing soft error due to other kinds of particles or at higher altitudes,
where higher fluxes are available, can result in higher Pf (Qcrit).

11Delay analysis has been chosen here for consistency’s sake with [13]
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Fig. 11: Register file reliability estimation comparison showing
the underestimation when only an individual aging mechanism is
considered together with examining only a single kind of failures

VTH in analysis [29], [22], [28] can significantly underestimate
degradation. Therefore, examining µ together with VTH as our
implementation does (see Section IV-B), is indeed essential.

System-level Evaluation: Register files in microprocessors are
typically implemented using SRAMs and they are particularly
susceptible to aging due to continuous voltage stress for pro-
longed intervals [22], [28]. They also have the highest average
temperature [26] and as shown in Fig 6 elevated temperatures
accelerate aging. Therefore, we selected the register file in our
system-level evaluations. A 32-bit MIPS model12 simulator and
the Mibench benchmark suite [27] has been used to explore
different stress scenarios in the register file. We assume in our
experiments safety margins of 10% for both SNM and RAT
which represent a good compromise as shown in Fig 7(a).

Fig 10 illustrates the discrepancy that arises from consid-
ering solely an individual, instead of multiple simultaneous,
aging mechanisms even through examining both kinds of
failures. As it can be observed, considering NBTI as the most
dominant mechanism and, thus, ignoring PBTI and HCID
results in an underestimation of 7%, on average. Importantly,
we present in Fig 11 the serious impact of considering NBTI as
an individual dominant aging mechanism together with looking
at only failures due to SNM degradation as state-of-the-art
techniques (e.g., [22], [28]) do when they estimate the reliabil-
ity of register files. In such a case, the underestimation reaches,
on average, 75% and up to 85%. An example of the register file
failure map, obtained from our in-house reliability estimation
(see Fig 3), is presented in Fig 12(a) for the patricia benchmark
as well as the corresponding failure probability distribution in
Fig 12(b). The samples with the higher probability of failures
in Fig 12(b) correspond to a group of SRAM cells which suffer
more from aging (also seen in the stress map of the register
files SRAM cells, for the same benchmark, in Fig 3(left)).
All in all, the above analysis can be used by the designer to
obtain an abstracted, yet accurate reliability estimation of how
defects, induced by multiple simultaneous aging mechanisms,
at the physical level can ultimately increase the probability of
failure at the system level. Moreover, it can be used to find
a compromise between cost of the chip and its reliability by
exploring different design choices (i.e. safety margins).

Limitations: Attaining the reliability abstraction in terms of
probability of failure through the modeling of physical defects
comes at higher computational time compared to concepts dis-
cussed in II where the interdependencies of aging mechanisms
are not taken into account. Having a meaningful interpretation
of reliability at the system level together with examining

12Its register file consists of 32 registers. However, our reliability estimation
can easily be performed for other architectures

only-NBTI:
Pf(SNM) alone [22], [28]

Our combined aging: both
Pf(SNM) and Pf(RAT )
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Fig. 12: Failure analysis of the register file SRAM cells

different kinds of failures compensate for this, as long the
underlying transistor parameters (e.g., dimensions, manufactur-
ing variability, etc.) do not exhibit a wide variance across the
design, which would require multiple abstractions. Likewise,
the approach benefits from regularity in the design (i.e. the
reuse of circuits). Our implementation is currently limited to
the most three dominant aging mechanisms (NBTI, PBTI and
HCID). The interdependencies with, e.g. TDDB, which is less
pronounced, as motivated in Section I, necessitates following
our process presented in Section IV-B and Fig 2 analogously –
especially measurements established that both BTI and TDDB
share oxide trap defects [33]. However, there is an additional
challenge here due to the geometrical connection of TDDB
and BTI as stated in [34].

VI. CONCLUSION

Abstracting degradations incurred by multiple aging mech-
anisms is a key challenge when estimating reliability at the
system level. We presented one step by combining the si-
multaneous effects of multiple aging mechanisms examining
their interdependencies from the physical level, in order to
derive a probability of failure as a meaningful reliability
abstraction, yet accurate for system-level designers enabling
them to compromise between cost of the chip and its reliability
and to additionally expose the most susceptible parts to aging
in their systems. Through the abstraction via circuit-level
metrics towards probability of failure, it becomes evident that
targeting only one kind of failure tied to one aging mechanism
results in a significant reliability underestimation.



VII. GLOSSARY
λ SRAM duty cycle

Λ transistor duty cycle

λe
mean free path of hot
electrons

Φit,e
critical electron energy
interface trap creation

τ stress time
τr recovery time

Cox oxide capacitance

Em channel electric field
EAIT
EAHT
EAOT

activation energy of
interface/hole/ oxide
traps

EADH2
activation energy of
H2 diffusion

EAkf
EAkr

activation energy bond
dissociation/ bond
annealing

Ecr
critical field for velocity
saturation

NIT
NHT
NOT

number of inter-
face/hole/oxide traps

t current time

VDSAT
potential at channel
pinchoff

xj
source/drain junction
depth

tox oxide thickness
εSi

εSiO2

relative permittivity of
Si and SiO2

n1

n2

BTI/HCID time
exponent

ABC
DE
αη

fitting parameters

ΓIT
ΓHT
ΓOT

field acceleration factors

βOT
βHT

hole trapping parameter

βHTR
hole trap recovery
parameter

µ0 carrier mobility at t=0
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